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Abstract. In this paper, we develop a direct-forcing immersed boundary projection
method for simulating the dynamics in thermal fluid-solid interaction problems. The
underlying idea of the method is that we treat the solid as made of fluid and intro-
duce two virtual forcing terms. First, a virtual fluid force distributed only on the solid
region is appended to the momentum equation to make the region behave like a real
solid body and satisfy the prescribed velocity. Second, a virtual heat source located
inside the solid region near the boundary is added to the energy transport equation to
impose the thermal boundary condition on the solid boundary. We take the implicit
second-order backward differentiation to discretize the time variable and employ the
Choi-Moin projection scheme to split the coupled system. As for spatial discretization,
second-order centered differences over a staggered Cartesian grid are used on the en-
tire domain. The advantages of this method are its conceptual simplicity and ease
of implementation. Numerical experiments are performed to demonstrate the high
performance of the proposed method. Convergence tests show that the spatial conver-
gence rates of all unknowns seem to be super-linear in the 1-norm and 2-norm while
less than linear in the maximum norm.
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1 Introduction

In this paper, we will develop a direct-forcing immersed boundary approach combined
with the Choi-Moin projection scheme for numerical simulations of heat transfer in the
thermal fluid-solid interaction (TFSI) problems. We particularly emphasize the accurate
imposition of the Neumann thermal boundary condition on the immersed solid bound-
ary. It is well known that the understanding of the interaction dynamics between fluid
and structure is of great importance in many applications of science and engineering.
A commonly used numerical approach for simulating the flow dynamics with complex
boundaries is based on the body-fitted discretization. The incompressible Navier-Stokes
equations are spatially discretized over an unstructured grid that conforms to the im-
mersed structure boundaries, and thus the boundary conditions can be imposed directly.
However, due to the geometrical complexity encountered in the problems, it is still chal-
lenging and computationally expensive to simulate the dynamics of fluid-structure inter-
action problems using the conventional body-fitted approach.

To efficiently address the complex fluid-solid interaction (FSI) problems, one often
appeals to the Cartesian grid-based non-boundary conforming methods. Such kind of
techniques based on Cartesian grids provides many advantages over the body-fitted
methodology, such as simplicity in grid generation, savings in computation time and
memory usage, and straightforward parallelization. Consequently, they have been ex-
tensively studied in the analysis of FSI problems in science and engineering applica-
tions. In the past decades, the so-called immersed boundary (IB) method, which was
first developed by Peskin [30, 31] in the 1970s, is one of the powerful Cartesian grid-
based methods that is frequently used for simulating the dynamics of FSI problems, even
with moving boundaries. In the IB method, the immersed structure exerts a boundary
force on the fluid, and the interaction between structure and fluid can be represented by
a contribution to the forcing term in the fluid equations by means of the Dirac delta
function. Instead of generating a boundary-fitted grid to the immersed boundary at
each time step, the spatial discretization of the IB method is implemented over Carte-
sian grids for the entire domain, and the immersed boundary is discretized by a set of
Lagrangian marker points that are not constrained to lie on the grids. For more details
we refer the reader to e.g., [18, 24, 31] and many references cited therein. This paper aims
to study a popular variant of the IB method, called the direct-forcing IB method, see
e.g., [3, 4, 8, 9, 12, 14–17, 20–23, 25, 27–29, 33–36, 38, 40]. We note that most of the direct-
forcing IB methods reported in the literature have been directed toward analyzing fluid
flow problems. However, in the present work, we are mainly concerned with heat trans-
fer phenomena in TFSI problems.

In this paper, we will develop an efficient direct-forcing IB projection method for sim-
ulating heat transfer in the TFSI problems. This direct-forcing approach was first con-
sidered by Kajishima et al. [16, 17] in the 2000s for FSI problems and has been further
studied in many applications, see, e.g., [3,14,27], and references cited therein. The under-
lying idea of this direct-forcing approach for addressing the TFSI problems is that we first
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treat the solid as made of fluid and then introduce a virtual force to the incompressible
Navier-Stokes equations for velocity and pressure and a virtual heat source to the en-
ergy transport equation for temperature. More specifically, the virtual force distributed
only on the solid region is appended to the momentum equation to make the region be-
have like a real solid body and exactly satisfy the prescribed velocity. On the other hand,
the virtual heat source located inside the solid region near the boundary is added to the
energy transport equation to impose either the temperature (Dirichlet) or the heat flux
(Neumann) boundary conditions on the immersed solid boundary. In the conventional
direct-forcing approach, the Dirichlet boundary condition for temperature can be eas-
ily imposed. However, it seems not easy to accurately impose the heat flux boundary
condition owing to their differences in nature [3, 29, 32, 37]. Therefore, the interpolation
algorithms for enforcing the heat flux boundary condition have less been reported before
in the literature. In this paper, to successfully extend this approach, we will propose a
simple and clever interpolation technique for accurately imposing the Neumann thermal
boundary condition on the immersed solid boundary.

After introducing these two virtual forcing terms, we will take the implicit second-
order backward differentiation to discretize the time variable and employ the Choi-Moin
projection scheme [5] to split the nonlinear coupled system. As for the spatial discretiza-
tion, second-order centered differences over a staggered Cartesian grid will be used to
discretize the space variable on the entire domain, including the solid body region. In
particular, the virtual force and virtual heat source can be explicitly specified in the so-
lution procedure. We can find that the proposed method is not only conceptually simple
but also easy to implement, without using any Dirac delta functions that are necessary
for the traditional IB methods. To validate this method’s simplicity and efficiency, we
will perform numerical experiments on several TFSI problems. The considered bench-
mark problems include the natural heat convection in a square enclosure with a heated
cylinder [3], the natural heat convection in an annulus [11,37,39], the forced heat convec-
tion without buoyancy over a cylinder with constant heat flux [11], and the mixed heat
convection with buoyancy in the lid-driven cavity with an embedded cylinder [19, 37].
These numerical examples show the high capability of the proposed method in solving
complex-geometry heat transfer phenomena in the TFSI problems. Moreover, conver-
gence tests show that the spatial convergence rates of all unknowns seem to be super-
linear in the 1-norm and 2-norm while less than linear in the maximum norm. We also
find that our numerical results are in excellent agreement with the previous works in the
literature [3, 11, 19, 37, 39].

The remainder of this paper is organized as follows. In Section 2, we introduce the
governing equations of the TFSI problem. In Section 3, we propose the direct-forcing IB
projection method. Several numerical experiments are presented in Section 4. A sum-
mary and conclusions are given in Section 5. Finally, some technical details of Section 3
are provided in the Appendix section.
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2 The governing equations of the TFSI problem

We consider a two-dimensional bounded fluid domain Ω⊂R2 that encloses a single rigid
solid body positioned at Ωs(t) with a prescribed velocity us(t,x). The cases of the three-
dimensional fluid domain and multiple solid bodies can be treated similarly. Following
the idea of the direct-forcing IB projection approach [16, 17], we first regard the solid as
made of fluid and then introduce a virtual force F distributed only on the solid body
region Ωs that enforces the region to behave like a real solid body and to exactly satisfy
the prescribed velocity:

u=us in (0,T)×Ωs, (2.1)

where (0,T) is the time interval under consideration. We introduce a virtual heat source
E which is located inside the solid region but near the boundary to help impose one of
the following boundary conditions for temperature θ on the immersed solid boundary:

• Dirichlet thermal boundary condition:

θ= θs on (0,T)×∂Ωs, (2.2)

• Neumann thermal boundary condition:

−κ
∂θ

∂n
=Qs on (0,T)×∂Ωs, (2.3)

where θs and Qs are respectively the prescribed temperature and heat flux on the bound-
ary ∂Ωs, n is the outward unit normal vector to ∂Ωs and κ>0 is the thermal conductivity.
The virtual force F will be appended to the momentum equation of the incompressible
Navier-Stokes equations to accommodate the interaction between the solid and fluid. In
contrast, the virtual heat source E will be added to the energy transport equation to ad-
dress the thermal boundary conditions. At this moment, we do not know how to specify
the virtual force F and the virtual heat source E, but we will specify them later in their
time-discrete versions in the solution procedure.

In what follows, for simplicity, we assume that there is no body force for the incom-
pressible viscous fluid and no heat source of the heat equation. Let u be the velocity field,
p the pressure, θ the temperature, and let e=(0,1)> be the unit vector in the vertical direc-
tion. Then the governing equations of the TFSI problem with virtual force F and virtual
heat source E can be posed as follows:

∂u
∂t
−P1∇2u+(u·∇)u+∇p−P2θe=F in (0,T)×Ω, (2.4a)

∇·u=0 in (0,T)×Ω, (2.4b)

u=us in (0,T)×Ωs, (2.4c)

u=u0 in {0}×Ω, (2.4d)
u=ub on (0,T)×∂Ω, (2.4e)
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∂θ

∂t
−P3∇2θ+u·∇θ=E in (0,T)×Ω, (2.4f)

θ= θ0 in {0}×Ω, (2.4g)
θ= θb on (0,T)×∂Ω, (2.4h)

θ= θs on (0,T)×∂Ωs or −κ
∂θ

∂n
=Qs on (0,T)×∂Ωs, (2.4i)

where the initial and the boundary functions, u0, θ0, ub, and θb, are all prescribed.
The dimensionless parameters P1, P2, and P3 in the TFSI problem (2.4a)-(2.4i) are de-

fined according to the scaling and depending on the problem under analysis [3, 29]. In
this paper, we consider the following three different cases:

• For natural heat convection, we have

P1=Pr, P2=RaPr, P3=1, (2.5)

• For forced heat convection without buoyancy, we have

P1=
1

Re
, P2=0, P3=

1
RePr

, (2.6)

• For mixed heat convection with buoyancy, we have

P1=
1

Re
, P2=

Gr
Re2 , P3=

1
RePr

, (2.7)

where Pr :=ν/α is the Prandtl number, Ra :=GrPr is the Rayleigh number, Re :=(ULc)/ν
is the Reynolds number, and Gr is the Grashof number which is defined as

Gr :=


gβL3

c
ν2 (Tw−T0) for natural convection case (2.5),

gβLc

U2 (Tw−T0)
(ULc

ν

)2
for mixed convection case (2.7).

(2.8)

Furthermore, ν is the kinematic viscosity, α is the thermal diffusivity of the fluid, g is
the gravitational acceleration, β is the coefficient of thermal expansion, U and Lc are the
characteristic velocity and length, respectively, Tw is the body/wall temperature, and T0
is a reference temperature.

3 The direct-forcing immersed boundary projection method

In this section, we propose the direct-forcing IB projection method for simulating the
heat transfer in the TFSI problem with a rigid solid body immersed in the fluid. First,
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let us discretize the time variable of the system of Eqs. (2.4a)-(2.4i), with the spatial vari-
able being left continuous. As for the spatial discretization, we use second-order cen-
tered differences over a staggered Cartesian grid that will be described later in Section 4.
Considering the implicit second-order backward differentiation for discretizing the time
variable, we obtain the following nonlinear boundary value problem at time t= tn+1:

3un+1−4un+un−1

2∆t
−P1∇2un+1+[(u·∇)u]n+1

+∇pn+1−P2θn+1e=Fn+1 in Ω, (3.1a)

∇·un+1=0 in Ω, (3.1b)

un+1=un+1
s in Ω

n+1
s , (3.1c)

un+1=un+1
b on ∂Ω, (3.1d)

3θn+1−4θn+θn−1

2∆t
−P3∇2θn+1+un+1 ·∇θn+1=En+1 in Ω, (3.1e)

θn+1= θn+1
b on ∂Ω, (3.1f)

θn+1= θn+1
s on ∂Ωn+1

s or −κ(∇θn+1 ·n)=Qn+1
s on ∂Ωn+1

s , (3.1g)

where the nonlinear convection term [(u·∇)u]n+1 and the velocity-temperature coupling
term un+1 ·∇θn+1 can be approximated by

[(u·∇)u]n+1=2(un ·∇)un−(un−1 ·∇)un−1+O(∆t2), (3.2a)

un+1 ·∇θn+1=un+1 ·∇(2θn−θn−1)+O(∆t2). (3.2b)

It is highly inefficient in solving the boundary value problem (3.1a)-(3.1g) directly, even
if Fn+1 and En+1 are already known, because the algebraic system associated with space-
discretization of the boundary value problem is rather large. This is the reason for propos-
ing the fractional step approach to decouple the computations of un+1, pn+1, and θn+1.

In what follows, we introduce the direct-forcing IB approach combined with the Choi-
Moin projection scheme [5]. The virtual force Fn+1 and virtual heat source En+1 will be
specified in the method when we decouple the time-discretized problem (3.1a)-(3.1g).
The direct-forcing IB projection method can be divided into two parts, one approximating
the incompressible viscous fluid for velocity un+1, pressure pn+1 and virtual force Fn+1,
and the other one approximating the energy equation for temperature θn+1 and virtual
heat source En+1.

3.1 Solving the incompressible viscous fluid by the Choi-Moin scheme

Using a semi-implicit approximation combined with the Choi-Moin projection scheme,
we decouple the nonlinear system (3.1a)-(3.1d) through the following three steps:
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(S1) Solve for the intermediate velocity fields ũ and u∗ by considering

3ũ−4un+un−1

2∆t
−P1∇2ũ+P [(u·∇)u]n+1+∇pn−P2θne=Fn in Ω, (3.3a)

ũ=un+1
b on ∂Ω, (3.3b)

3u∗−3ũ
2∆t

−∇pn =0 in Ω, (3.3c)

where the term P [(u·∇)u]n+1 in (3.3a) denotes the explicit second-order in time
approximation to [(u·∇)u]n+1 given in (3.2a).

(S2) Determine the intermediate velocity u∗∗ and the pressure increment ϕn+1 by solv-
ing

3u∗∗−3u∗

2∆t
+∇ϕn+1=0 in Ω, (3.4a)

∇·u∗∗=0 in Ω, (3.4b)
u∗∗ ·n=u∗ ·n on ∂Ω. (3.4c)

The unique solvability of the system (3.4a)-(3.4c) is ensured by the Helmholtz-
Hodge decomposition [6]. Assume that the solution (u∗∗,ϕn+1) is sufficiently smooth,
then it is equivalent to solve the homogeneous Neumann problem of the pressure
increment ϕn+1

∇2ϕn+1=
3

2∆t
∇·u∗ in Ω, (3.5a)

∇ϕn+1 ·n=0 on ∂Ω, (3.5b)

and then define the velocity field u∗∗ by

u∗∗=u∗− 2∆t
3
∇ϕn+1 in Ω. (3.6)

In practical computations, we additionally impose the condition
∫

Ω ϕn+1dx= 0 to
the Neumann Poisson problem (3.5a)-(3.5b) for the uniqueness of solution. From
(3.1a), (3.3a), (3.3c), (3.4a), and (3.5a), one can verify that the pressure should be
defined as

pn+1 := ϕn+1−P1∇·ũ in Ω. (3.7)

We will give some technical details on why we define pn+1 as (3.7) in the Appendix.

(S3) In order to make the velocity of solid body region to cope with prescribed solid
body velocity un+1

s , the increment of virtual force is given by

δF :=η
3un+1

s −3u∗∗

2∆t
in Ω, (3.8)
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where the indicator function η(tn+1,x) is defined by

η(tn+1,x)=

{
1, x∈Ω

n+1
s ,

0, x 6∈Ω
n+1
s .

(3.9)

The technical detail on why we define δF as (3.8) is given in the Appendix. We then
solve the velocity un+1 by directly setting

3un+1−3u∗∗

2∆t
=δF :=η

3un+1
s −3u∗∗

2∆t
. (3.10)

In other words, in this step, we simply set

un+1=

{
u∗∗ in Ω\Ω

n+1
s ,

un+1
s in Ω

n+1
s .

(3.11)

Then the virtual force at time t= tn+1 is defined as

Fn+1 :=Fn+δF=Fn+η
3un+1

s −3u∗∗

2∆t
in Ω. (3.12)

Note that according to the indicator function η defined in (3.9), the virtual force
Fn+1 is only distributed on the solid body region Ω

n+1
s .

3.2 Solving the energy equation for temperature

Once we obtain the velocity field un+1, the boundary value problem (3.1e)-(3.1g) for heat
equation can be approximated by splitting it into two steps:

(S4) Solve for the intermediate temperature θ∗ with previous virtual heat source En:

3θ∗−4θn+θn−1

2∆t
−P3∇2θ∗+un+1 ·∇(2θn−θn−1)=En in Ω, (3.13a)

θ∗= θb on ∂Ω. (3.13b)

Here we replace the convection term un+1 ·∇θn+1 in (3.1e) with the second-order in
time approximation un+1 ·∇(2θn−θn−1); see (3.2b). This leads to an advantage that
the matrices of the linear systems associated with the finite difference discretiza-
tions of the boundary value problem (3.13a)-(3.13b) are always same for all time
steps.

(S5) In order to ensure the thermal boundary condition (3.1g) on the immersed solid
boundary ∂Ωn+1

s , we first define the increment of the virtual heat source δE as

δE :=ηθ
3θ̃n+1

s −3θ∗

2∆t
in Ω, (3.14)



C.-S. You, P.-W. Hsieh and S.-Y. Yang / Adv. Appl. Math. Mech., 15 (2023), pp. 1-29 9

where θ̃n+1
s =θn+1

s if we consider the Dirichlet boundary condition (2.2). Otherwise,
if we consider the heat flux boundary condition (2.3), then θ̃n+1

s will be specified
later in the next subsection. Moreover, the indicator function ηθ is defined as

ηθ(tn+1,x)=

{
1, x∈Ω

n+1
s and near ∂Ωn+1

s ,
0, otherwise.

(3.15)

Then observing (3.1e) and (3.13a), we solve θn+1 by directly setting

3θn+1−3θ∗

2∆t
=δE=ηθ

3θ̃n+1
s −3θ∗

2∆t
. (3.16)

That is, in this step, we simply set

θn+1=

{
θ̃n+1

s , x∈Ω
n+1
s and near ∂Ωn+1

s ,
θ∗, otherwise,

(3.17)

and finally, the virtual heat source at time t= tn+1 is defined as

En+1 :=En+δE=En+ηθ
3θ̃n+1

s −3θ∗

2∆t
in Ω. (3.18)

According to (3.14), the virtual heat source En+1 is only located inside the solid
region Ω

n+1
s near the boundary ∂Ωn+1

s for ensuring the thermal boundary condition
(3.1g) on the boundary ∂Ωn+1

s .

3.3 Imposing the thermal boundary conditions on immersed solid boundary

To impose the Dirichlet thermal boundary condition (2.2) on the immersed solid bound-
ary ∂Ωn+1

s , we can easily set θ̃n+1
s = θn+1

s in (3.14). On the other hand, for the Neumann
thermal boundary condition (2.3), we first note that by Taylor’s expansion,

∂θn+1

∂n

∣∣∣
∂Ωn+1

s

=
θ̃n+1

s − θ̂∗

2d
+O(d2), (3.19)

where θ̃n+1
s is the temperature at the position P(θ̃n+1

s ) indicated in Fig. 1, θ̂∗ is the temper-
ature at the position P(θ̂∗) that has distance 2d from P(θ̃n+1

s ) along the normal direction
to ∂Ωn+1

s , and d is the distance between P(θ̃n+1
s ) and ∂Ωn+1

s , that is,

dist(P(θ̃n+1
s ),∂Ωn+1

s )=d=dist(P(θ̂∗),∂Ωn+1
s ). (3.20)

Therefore, from (2.3), we obtain an accurate approximation of θ̃n+1
s by rearranging

(3.19),

θ̃n+1
s = θ̂∗+2d

∂θn+1

∂n

∣∣∣
∂Ωn+1

s

+O(d3)= θ̂∗− 2d
κ

Qs+O(d3). (3.21)
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Figure 1: A schematic diagram of the interpolation scheme for the Neumann thermal boundary condition on
the immersed solid boundary ∂Ωn+1

s .

The temperature θ̂∗ can be computed by using the piecewise linear interpolation,

θ̂∗= θ̃n+1
s φ1(P(θ̂∗))+θ∗2 φ2(P(θ̂∗))+θ∗3 φ3(P(θ̂∗))+O(d2), (3.22)

where φk, k=1,2,3, are the usual linear finite element basis that are defined on the triangle
determined by the three vertices P(θ̃n+1

s ), P(θ∗2 ), and P(θ∗3 ). Finally, substituting (3.22)
into (3.21), we obtain an O(d2)-approximation to θ̃n+1

s , which will be used in (3.14),

θ̃n+1
s ≈

θ∗2 φ2(P(θ̂∗))+θ∗3 φ3(P(θ̂∗))− 2d
κ Qs

1−φ1(P(θ̂∗))
. (3.23)

We conclude this section with several remarks.

Remark 3.1. The direct-forcing IB projection method described in this section can easily
be modified as an iterative scheme, if necessary. For example, once we obtain pressure
pn+1 from (3.7), temperature θn+1 from (3.17), virtual force Fn+1 from (3.12), and virtual
heat source En+1 from (3.18), we can replace pn, θn and Fn in (3.3a) with pn+1, θn+1 and
Fn+1, respectively, and replace En in (3.13a) with En+1 to form an iterative scheme.

Remark 3.2. Consider the case that the immersed solid Ωs is not stationary, i.e., us 6≡ 0.
Since the virtual fluid force Fn+1 in (3.1a) is distributed only on the solid region Ω

n+1
s , the

position of the solid region will be misregistered if we use Fn, which is distributed only
on Ω

n
s , to approximate Fn+1. As a result, it may lose accuracy and stability unless the time

step ∆t is sufficiently small. In such a case, we can modify the proposed direct-forcing
method by simply setting the right-hand side of (3.3a) to be zero (i.e., Fn is replaced
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by 0) and then directly define Fn+1 := η(3un+1
s −3u∗∗)/(2∆t) in (3.12). With the same

idea, we set the right-hand side of (3.13a) to be zero and then directly define En+1 :=
ηθ(3θ̃n+1

s −3θ∗)/(2∆t) in (3.18). We remark that a similar idea can be found in [16, 27],
where the authors studied the FSI problems without a thermal effect.

Remark 3.3. It has been pointed out in [14] that the direct-forcing IB projection method
proposed in [16, 17, 27] for the FSI problems is not always convergent when the direct-
forcing approach combined with an arbitrarily chosen projection scheme unless the time
step ∆t is sufficiently small. That is because an inconsistency problem may arise in the
method. It has also been indicated that the Choi-Moin projection scheme is an appro-
priate operator splitting scheme to alleviate the inconsistency. Moreover, a two-stage
prediction-correction procedure has been proposed in [14] that can reduce the inconsis-
tency as well. However, in the present paper, we use the previous virtual force Fn and
virtual heat source En as the predictors instead of the two-stage approach; see both first
steps in Section 3.1 and Section 3.2.

Remark 3.4. It has been pointed o From the numerical results of the problem of flow over
cylinder reported in [14], we can find that the divergence-free condition of the direct-
forcing IB projection approach is generally satisfied except only at the leading edge of
the cylinder. Observing into more carefully, these non-zero divergence spots appear as
pairs of mass sink and source of equal magnitude (doublet), which upholds global mass
conservation of the direct-forcing IB projection method.

4 Numerical experiments

In this section, we perform numerical simulations of several TFSI problems to validate
the newly proposed method’s efficiency and reliability. The heat transfer examples under
consideration include the natural heat convection in a square enclosure with a heated
cylinder, the natural heat convection in an annulus, the forced heat convection without
buoyancy over a cylinder with constant heat flux, and the mixed heat convection with
buoyancy in the lid-driven cavity with an embedded cylinder. In these examples, the
immersed solid bodies are all stationary us≡0, except in Example 4.3, in which we also
consider the fluid flow over a periodically oscillating heated solid. We apply the second-
order centered differences over a staggered Cartesian grid for the space-discretizations in
the solution procedure, where the unknown functions, u and F1, v and F2, p and θ and E,
are respectively approximated at the points marked by→, ↑ and •; see Fig. 2. Moreover,
for the static solid body problems, we assume that the numerical simulation reaches a
steady-state by setting the following convergence criterion for all unknown functions:

‖qn+1−qn‖1

‖qn+1‖1
<10−5. (4.1)

From the numerical results presented below, we can find that all these examples show
the high capability of the proposed method in simulating heat transfer phenomena in
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Figure 2: A schematic diagram of the computational domain Ω, where the unknown functions, u and F1, v and
F2, p and θ and E, are approximated at the points marked by →, ↑ and •, respectively.

the complex-geometry TFSI problems. We can also see that our results are in excellent
agreement with the previous works in the literature.

Example 4.1 (Natural heat convection in a square enclosure with a heated cylinder). In
this example, we study the natural heat convection in a square enclosure with a heated
cylinder to validate the proposed method. The computational domain is taken as Ω =
(0,1)×(0,1) enclosing a heated cylinder centered at (0.5,0.5) with diameter D=0.2. The
Dirichlet boundary conditions of velocity and temperature are shown in Fig. 3. Our sim-
ulations are implemented on three large Rayleigh numbers, Ra=104, 105, 106, all with a
fixed Reynolds number Re=100 and a fixed Prandtl number Pr=0.7.

We consider a uniform Cartesian grid of Ω with the grid size ∆x = ∆y = 1/128. It

Figure 3: Example 4.1 Boundary conditions of the problem of natural heat convection in a square enclosure
with a stationary heated cylinder.
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Figure 4: Streamlines (upper row) and isotherms (lower row with color bar) of the natural heat convection in

a square enclosure with a stationary heated cylinder for different Rayleigh numbers Ra=104, 105, 106.

has been observed in [3] that as the Rayleigh number Ra increasing, the heat transfer
in the enclosure is mainly governed by natural convection and moreover, larger Ra can
enhance the fast heat transfer process due to the larger term of the buoyancy P2θe in
(2.4a), where P2 = RaPr. Therefore, we take a small time step ∆t = 10−5 to accurately
capture the heat transfer phenomena. The obtained numerical results of streamlines and
isotherms are shown in Fig. 4. One can find that as the Rayleigh number Ra increases to
106, the thermal plume strongly impinges on the top of the enclosure to form a thermal
boundary layer and enhances the heat transfer. Our results are similar to those reported
in [3].

Example 4.2 (Natural heat convection in an annulus). In this example, we consider the
natural heat convection in an annulus [11, 37, 39] to validate the performance of the pro-
posed method for dealing with the Neumann thermal boundary condition. We take a
larger computational domain Ω = (0,5)×(0,5) which encloses the annulus. It is inter-
esting to note that two regions outside the annulus are both treated as stationary solid
bodies. The setting of boundary conditions are shown in Fig. 5, where the annulus is
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Figure 5: Example 4.2 Boundary conditions of the problem of natural heat convection in an annulus.

composed of an inner cylinder of radius R1 = 1 and an outer cylinder of radius R2 = 2
both centered at (2.5,2.5). A non-homogeneous Neumann thermal boundary condition
∂θ/∂n=−1 on the inner cylinder and a zero Dirichlet thermal boundary condition θ=0 on
the outer cylinder are given. The zero boundary conditions of velocity and temperature
are imposed elsewhere.

In our simulations, we first fix the Reynolds number Re=100 and the Prandtl number
Pr= 0.7, and then consider two different Rayleigh numbers, Ra= 5700 and Ra= 50000.
We partition the domain Ω into a uniform Cartesian grid with ∆x=∆y=1/128 and the
time step is chosen as ∆t = 10−4. Numerical results are depicted in Fig. 6, where the
isotherms and streamlines of different Rayleigh numbers are shown. In order to com-
pare the numerical results with those reported in [11,37,39], we define the dimensionless
temperature Θ on the left-hand part of the inner cylinder surface as

Θ :=
θ−θ∞

Qs(R2−R1)/κ
, (4.2)

where θ∞ is the constant temperature of the outer cylinder. In this example, we have θ∞=
0, R2−R1=1, Qs =1, and κ=1. Thus, Θ= θ. Note that for every point located at the left-
hand part of the inner cylinder surface, it corresponds to a unique angle that is measured
in the counterclockwise rotation from the uppermost point of the inner cylinder surface
to that surface point with respect to the cylinder center (2.5,2.5). We plot the distribution
of Θ in the angle variable in Fig. 7, from which we can find that the numerical results are
in good agreement with those obtained in [11, 37, 39].

Next, we study the convergence behavior of the proposed method. We consider the
Rayleigh number Ra = 5700 and different grid sizes, h = 2−i for i = 4,5,6,7,8. The time
step is still taken as ∆t= 10−4. Since there is no exact solution for this example, we use
numerical results obtained by the present method at the finest gird size h= 2−9 = 1/512
as the reference solution. The numerical results are reported in Table 1. We can find from
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Figure 6: Streamlines (upper row) and isotherms (lower row with color bar) of the natural heat convection in
an annulus for Rayleigh numbers Ra=5700, 50000.

Table 1 that the spatial convergence rates of all unknowns seem to be super-linear in the
1-norm and 2-norm while less than linear in the maximum norm.

Example 4.3 (Forced heat convection without buoyancy over a stationary cylinder). In
this example, we consider the forced heat convection without buoyancy over a stationary
cylinder with a constant heat flux [1, 2, 11, 32, 37]. A circular cylinder Ωs of diameter
D = 1 centered at (0,0) is contained in a sufficiently large computational domain Ω =
(−14D,20D)×(−15D,15D). On the surface of the cylinder ∂Ωs, a non-homogeneous
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Figure 7: Comparison of the local temperature distribution on the inner cylinder surface of the proposed method
and the methods of Guo et al. [11], Wang et al. [37], and Yoo [39] for Rayleigh numbers Ra=5700, 50000.

Neumann thermal boundary condition ∂θ/∂n =−1 and the no-slip velocity boundary
condition are imposed. The detailed boundary conditions are depicted in Fig. 8.

In the simulations, we consider three different Reynolds numbers, Re=10, 20, 40, with
a fixed Prandtl number Pr=0.7. We use a uniform Cartesian grid with ∆x=∆y=1/100

Table 1: Error behavior of the numerical solutions of Example 4.2 with Ra=5700.

1/h 1-norm order 2-norm order max-norm order

uh

16 2.5236e-1 − 1.3103e-1 − 3.1572e-1 −
32 9.9273e-2 1.35 5.4103e-2 1.28 1.7847e-1 0.82
64 4.2363e-2 1.23 2.5824e-2 1.07 1.1036e-1 0.69

128 1.9976e-2 1.08 1.2724e-2 1.02 7.3368e-2 0.59
256 9.4106e-3 1.09 5.8283e-3 1.13 4.7045e-2 0.64

vh

16 3.4501e-1 − 1.9544e-1 − 4.7039e-1 −
32 1.2457e-1 1.47 7.5175e-2 1.38 2.6664e-1 0.82
64 5.4941e-2 1.18 3.6056e-2 1.06 1.7073e-1 0.64

128 2.6128e-2 1.07 1.7694e-2 1.03 1.1441e-1 0.58
256 1.2079e-2 1.11 8.0559e-3 1.14 7.2362e-2 0.66

ph

16 5.1399e-1 − 1.1965e-1 − 9.8353e-1 −
32 2.7099e-1 0.92 6.1402e-2 0.96 5.7592e-1 0.77
64 6.5686e-2 2.04 1.4959e-2 2.04 3.7714e-1 0.61

128 2.9742e-2 1.14 6.1096e-3 1.29 2.8193e-1 0.42
256 1.5294e-2 0.96 3.0405e-3 1.01 2.1276e-1 0.41

θh

16 2.1610e-1 − 9.2559e-2 − 7.5566e-2 −
32 9.7645e-2 1.15 4.2021e-2 1.14 4.0568e-2 0.90
64 4.0106e-2 1.28 1.8536e-2 1.18 2.4017e-2 0.76

128 1.6945e-2 1.24 8.2950e-3 1.16 1.4800e-2 0.70
256 7.8559e-3 1.11 3.8893e-3 1.09 9.6077e-3 0.62



C.-S. You, P.-W. Hsieh and S.-Y. Yang / Adv. Appl. Math. Mech., 15 (2023), pp. 1-29 17

Figure 8: Example 4.3 Boundary conditions of the problem of forced heat convection without buoyancy over a
stationary cylinder.
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Figure 9: Comparison of the local Nusselt numbers Nu on the upper-half surface of the cylinder of the proposed
method and the methods of Bharti et al. [2], Guo et al. [11], Ren et al. [32], and Wang et al. [37] for Reynolds
numbers Re=10,20.

to discretize the computational domain Ω and take the time step ∆t=10−3 for the time-
discretization. For the sake of comparison with other numerical methods, we define the
local Nusselt number Nu(x) at point x of the cylinder surface, and the average Nusselt
number Nu on the whole surface as

Nu(x) :=
QsD

κ
(
θ(x)−θ∞

) and Nu :=
1

πD

∫
∂Ωs

Nu(x)ds, (4.3)

where the reference temperature is θ∞ = 0. In Fig. 9, we show the numerical results of
local Nusselt numbers on the cylinder’s upper-half surface. The results are compared
with the previous studies, where the angle in degree is measured from the left endpoint
of the upper-half surface to the right endpoint in a clockwise rotation with respect to
the cylinder center (0,0). Furthermore, a comparison of the average Nusselt numbers is
also presented in Table 2. The results produced by the proposed method agree very well
with those results reported in [1,2,11,32,37]. The streamlines and isotherms for different
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Figure 10: Isotherms (left column) and streamline (right column) near the cylinder for three different Reynolds
numbers Re=10,20,40.

Reynolds numbers are shown in Fig. 10.
Next, we perform the numerical experiments for higher Reynolds numbers on the

time interval [0,200]. We find that as the Reynolds number Re is sufficiently large, the
symmetry of cylinder wake will be broken down, and the two vortices will be shed al-
ternatively. Due to the influence of the velocity field, the temperature shows a similar
shedding pattern. Fig. 11 shows the isotherms and vorticity contours for Re=200 at time
T=200, where the vortex street shedding has been successfully revealed. In Fig. 12, we
plot the time-average local Nusselt numbers on the cylinder’s upper-half surface on time
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Figure 11: Isotherms and vorticity contours near the cylinder for Reynolds number Re=200 at time T=200.

interval [0,200]. One can see that the newly proposed method’s numerical results are
similar to those obtained in [11, 13, 41].

We now consider the fluid flow over a periodically oscillating heated cylinder. That is,
we have us 6≡0. The problem setting is the same as the stationary case, except that on the
surface of the cylinder ∂Ωs, a non-homogeneous Dirichlet thermal boundary condition
θ=1 is imposed. The center (xc(t),yc(t)) of the cylinder is vertically oscillating governed
by the equation,

(xc(t),yc(t))=(0,Asin(2π f t)), t≥0, (4.4)

where A= 1 and f = 0.2 are the amplitude and frequency of the periodic oscillation, re-

Table 2: Comparison of the average Nusselt numbers of Example 4.3.

Methods Re=10 Re=20 Re=40
Ahmad & Qureshi [1] 2.041 2.662 3.472

Bharti et al. [2] 2.0400 2.7788 3.7755
Guo et al. [11] 2.0466 2.7858 3.7856
Ren et al. [32] 2.0265 2.7413 3.7407

Wang et al. [37] 2.01 2.69 3.68
Present method 2.0400 2.7812 3.7846
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Figure 12: Comparison of the time-average local Nusselt numbers Nu on the upper-half surface of the cylinder
on time interval [0,200] of the proposed method and the methods of Guo et al. [11], He-Doolen [13], and Zhang
et al. [41] for Reynolds number Re=200.

spectively, and hence the period of the oscillation is T = 5. Since the heated cylinder
immersed in the fluid is periodically oscillating, in this example, we employ a slightly
modified direct-forcing method described in Remark 3.2. Numerical results of the tem-
perature and vorticity distributions near the cylinder for Re=200 at different times t=45
and 45+T/4, 45+2T/4, 45+3T/4, and 45+T are displayed in Fig. 13. We can observe
from Fig. 13 that the temperature and vorticity distributions show a similar periodic shed-
ding pattern. Thus, the proposed method seems rather robust for simulating the TFSI
problems with moving solid bodies immersed in the fluid.

Example 4.4 (Mixed heat convection with buoyancy in the lid-driven cavity with an em-
bedded cylinder). This example is taken from [19] where a body-fitted approach based
on the finite element formulation is used for the simulations. We consider the mixed heat
convection with buoyancy in the lid-driven cavity Ω = (0,1)×(0,1) with an embedded
cylinder, where the cylinder is centered at (0.5,0.5) with diameter D=0.4. In this exam-
ple, we will consider the homogeneous Neumann thermal boundary condition, i.e., the
adiabatic boundary condition, on the immersed solid boundary. The detailed boundary
conditions of velocity and temperature are displayed in Fig. 14.

Our simulations are implemented on four different Richardson numbers, P2 = Ri :=
Gr/Re2 =0.01, 1, 5, 10, with a fixed Reynolds number Re=100 and a fixed Prandtl number
Pr= 0.7. The numerical computations are performed on a uniform Cartesian grid with
∆x=∆y= 1/250 and the time step is taken as ∆t= 10−3. Note that in this example, the
heat buoyancy effect P2θe in (2.4a) is relatively small. The isotherms and streamlines for
different Richardson numbers are respectively depicted in Fig. 15 and Fig. 16. In Fig. 17,



C.-S. You, P.-W. Hsieh and S.-Y. Yang / Adv. Appl. Math. Mech., 15 (2023), pp. 1-29 21

Figure 13: Temperature (left column) and vorticity (right column) distributions near the heated cylinder for
Re=200 at different times t=45 and 45+T/4, 2T/4, 3T/4, T, where T=5.

we show the variation of temperature along a vertical line x=0.15 and a horizontal line
y=0.15. These results are also compared with the previous study [19]. We find that our
numerical results are in very good agreement with those presented in [19]. Moreover, in
Fig. 18, we show the local Nusselt number Nu measured along the heated bottom wall,
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Figure 14: Example 4.4 Boundary conditions of the problem of mixed heat convection with buoyancy in the
lid-driven cavity ow with an embedded cylinder.
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Figure 15: Streamlines of the mixed convection heat transfer in the lid-driven cavity flow with an embedded
cylinder and homogeneous Neumann thermal boundary condition for different Richardson numbers, Ri=0.01,
1, 5, 10.
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Figure 16: Isotherms of the mixed convection heat transfer in the lid-driven cavity flow with an embedded
cylinder and homogeneous Neumann thermal boundary condition for different Richardson numbers, Ri=0.01,
1, 5, 10.

defined as

Nu(x) :=− ∂θ

∂y
(x) for x=(x,0), 0≤ x≤1. (4.5)

Again, the numerical results agree very well with those available in [19, 37].

5 Summary and conclusions

The investigation of thermal fluid-structure interactions is of great importance in many
applications of sciences and engineering. In this paper, we have developed an efficient
direct-forcing IB projection method for analyzing heat transfer in the TFSI problems with
a rigid solid immersed in the fluid. The proposed method is not only conceptually simple
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Figure 17: Comparison of the variation of temperature along a vertical line x = 0.15 (left) and a horizontal
line y=0.15 (right) of the proposed method and the method of Khanafer-Aithal [19] for different Richardson
numbers, Ri=0.01,1,5.
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Figure 18: Comparison of the local Nusselt numbers Nu along the heated bottom wall y=0 of the proposed
method and the methods of Khanafer-Aithal [19] and Wang et al. [37] for different Richardson numbers,
Ri=0.01,1,10.

but also easy to implement. At first, the immersed solid body was regarded as made
of fluid. Then a virtual force distributed only in the solid region was appended to the
momentum equation as a forcing term to make the region behave like a real solid body
and exactly satisfy the prescribed velocity, without using any Dirac delta functions that
are necessary for the traditional IB methods. And a virtual heat source term, located
inside the solid region near the boundary, was applied to the energy transport equation.
It helps impose either the temperature (Dirichlet) or the heat flux (Neumann) boundary
conditions on the immersed solid boundary.

After introducing the virtual force and virtual heat source, we have taken the implicit
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second-order backward differentiation to discretize the time variable and applied the
Choi-Moin projection scheme to split the nonlinear coupled system. As for spatial dis-
cretization, we have employed second-order centered differences over a staggered Carte-
sian grid to discretize the space variable on the entire domain, including the solid body
region. Moreover, to tackle the most challenging case of imposing Neumann thermal
boundary condition on the immersed solid boundary, we have devised a simple and ac-
curate spatial approximation to incorporate the Neumann boundary condition into the
proposed method. An exciting feature of this approach is that the virtual force and virtual
heat source can be explicitly determined in the solution procedure. We have performed
numerical experiments of several TFSI problems to verify the proposed direct-forcing IB
projection method’s simplicity and capability. Convergence tests show that the spatial
convergence rates of all unknowns seem to be super-linear in the 1-norm and 2-norm
while less than linear in the maximum norm.

We remark that the direct-forcing IB projection method for conjugate heat transfer [7,
26] in the TFSI problems deserves further investigation, although we did not study in
this paper yet. Note that a similar idea proposed in this paper can be slightly modified
to adapt to the TFSI problems with an immersed solid body governed by some motion
equations. Moreover, a similar approach can also be applied to simulate the dynamics of
the heat transfer process of FSI problems in the magnetohydrodynamic flow. All these
issues deserve more consideration and discussion.

Appendix: the technical details of (3.7) and (3.8)

This Appendix section gives technical details on why we define pn+1 as (3.7) and δF as
(3.8). First, adding Eqs. (3.3a) and (3.3c) gives

3u∗−4un+un−1

2∆t
−P1∇2ũ+P [(u·∇)u]n+1−P2θne=Fn. (A.1)

Rewriting (3.3c) as

ũ=u∗− 2∆t
3
∇pn, (A.2)

and then substituting (A.2) into (A.1), we get

3u∗−4un+un−1

2∆t
−P1∇2u∗+P [(u·∇)u]n+1+∆

(
P1

2∆t
3
∇pn

)
−P2θne=Fn. (A.3)

Adding Eqs. (A.3) and (3.4a) leads to

3u∗∗−4un+un−1

2∆t
−P1∇2u∗+P [(u·∇)u]n+1

+∇
(

P1
2∆t

3
∆pn+ϕn+1

)
−P2θne=Fn, (A.4)
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where we employ the identity ∆(∇pn)=∇(∆pn) provided pn is sufficiently smooth. Re-
formulating (3.3c) as

u∗=u∗∗+
2∆t

3
∇ϕn+1, (A.5)

and substituting (A.5) into (A.4), we obtain

3u∗∗−4un+un−1

2∆t
−P1∇2u∗∗+P [(u·∇)u]n+1

+∇
(

P1
2∆t

3
∆(pn−ϕn+1)+ϕn+1

)
−P2θne=Fn. (A.6)

Observing (3.1a) and (A.6), it is reasonable to define pn+1 by

pn+1 :=P1
2∆t

3
∆(pn−ϕn+1)+ϕn+1. (A.7)

From (3.3c) and (3.5a), we have

2∆t
3

∆pn =∇·u∗−∇·ũ and
2∆t

3
∆ϕn+1=∇·u∗, (A.8)

which combining with (A.7) implies (3.7), that is,

pn+1 := ϕn+1−P1∇·ũ. (A.9)

Next, let the increment of virtual force δF be defined as that in (3.8), that is,

δF :=η
3un+1

s −3u∗∗

2∆t
. (A.10)

Adding (3.10) to (A.6) and combining with (3.12), we obtain

3un+1−4un+un−1

2∆t
−P1∇2u∗∗+P [(u·∇)u]n+1

+∇pn+1−P2θne=Fn+δF=: Fn+1. (A.11)

Finally, by (3.11), we can conclude that (A.11) is a reasonable approximation to (3.1a).
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